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DRZEWA SPINAJACE

Drzewo spinajgce (rozpinajgee) multigrafu G = (V. E) to dowolne drzewo T = (V, ') takic, z¢ E' C
E. Zauwazmy, ze T ma taki sam zbior wierzcholkéw co G, i kazde drzewo spinajace multigrafu G jest
Jego podgrafem. Mozna wykazaé, Zze kazdy spéjny multigraf posiada drzewo spinajace.




DRZEWA SPINAJACE

Drzewo spinajgce (rozpinajgce) multigrafu G = (V, E) to dowolne drzewo T = (V, E') takie, z¢ E’ C
E. Zauwazmy, ze T ma taki sam zbior wierzcholkéw co G, i kazde drzewo spinajace multigrafu G jest
jego podgrafem. Mozna wykazaé, Ze kazdy spojny multigraf posiada drzewo spinajace.
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Algorytm konstrukcji drzewa spinajacego.

Niech G = (V, E) bedzie spéjnym (multi)grafem.
1. Dopdéki (multi)graf nie jest drzewem, usun dowolng krawedZ dowolnego cyklu.

Zastosuj powyzszy algorytm i wyznacz drzewo spinajacego ponizszego grafu. <4 PRZYKLAD

)

Zgodnie z algorytmem, wykonujemy:

» Rozwazamy cykl o wierzcholkach 1,2, 5,3 | usuwamy np. krawedZ {1,2}.
» Rozwazamy cykl o wierzcholkach 2,3,5 i usuwamy np. krawedz {3, 5}.
» W otrzymanym grafie nie ma juz cyKkli.

Otrzymujemy zatem nastepujgce drzewo spinajgee T = (VL E'), gdzie V = {1,2,3,4,5} oraz
E" = {{1,3},{2,3}.{2,5}, {3,4}}.



PRZESZUKIWANIE GRAFOW W GEAB I WSZERZ — DRZEWA DFS I BFS

q

Algorytm przeszukiwania grafu w glab "

Niech G = (V, E) bedzie danym grafem spéjnym, a v € V' wierzcholkiem poczatkowym.

1. Odwiedzamy wierzcholek v (zaznaczamy go jako odwiedzony) | wkladamy go na STOS.

2. Dopodki STOS nie jest pusty, powtarzamy:
Jezeli v jest wierzcholkiem na wierzchu STOSU, to sprawdzamy, czy istnicje wierzcholek sasiedni
z v, ktory nie byl jeszeze odwiedzony.
2.1 Jezeli u jest takim wierzcholkiem, to odwiedzamy u (zaznaczamy jako odwiedzony) i wkladamy

go na STOS.

2.2 Jezeli takiego u nie ma, to zdejmujemy v ze STOSU.



PRZESZUKIWANIE GRAFOW W GLAB I WSZERZ — DRZEWA DFS I BFS
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Algorytm przeszukiwania grafu w giab

Niech G = (V, E) bedzie danym grafem spéjnym, a v € V' wierzcholkiem poczatkowym. ¢i0¢
1. Odwiedzamy wierzcholek v (zaznaczamy go jako odwiedzony) | wkladamy go na STOS.
2. Dopodki STOS nie jest pusty, powtarzamy:

Jezeliw jest-wierzcholkiemna wicrzchu STOSU, to sprawdzamy, ezy istnieje wierzcholek sasiedni
z v, ktory nie byl jeszeze odwiedzony.

2.1 Jezeli u jest takim wierzcholkiem, to odwiedzamy u (zaznaczamy jako odwiedzony) i wkladamy
go na STOS.

2.2 Jezeli takiego u nie ma, to zdejmujemy v ze STOSU.

Uwaga 1. Jesli jest kilka wierzcholkéow do wyboru, to wybieramy zgodnie z ustalonym porzadkiem.
- Wierzcholki na STOSIE w dowolnym kroku tworza Sciezke od korzenia do wierzcholka aktualnie
odwiedzanego.

Uwaga 3. Jcsli w powyzszej procedurze w kroku 2.1, w ktorym odwiedzamy wierzcholek u, do poczatkowo

pustego zbioru E’ krawedzi dodawaé bedziemy krawedZ {v, u}, to otrzymamy drzewo spinajace DFS (ang.
depth-first search).



Przeszukaj ponizszy graf G = (V, F) w glab poczynajac od wierzcholka «4 PRZYKLAD
o ctykiecie 3 skonstruuj odpowiednie drzewo spinajace DFS.

Przebieg algorytmu jest nastgpujacy.

rozpatrywany wierzcholek | odwiedzany wierzcholek il’OS ﬁ)iér krawedzi drzewa DFS
= El .
35 1 30 [ {{13))
I, 2 3120 | {13}, {12}
2J 5 3,1,281] {{1,3},{1,2},{2,5}}
5. i 3’1’2I7 {1111'31}'1{,19 21!» {12151|'J|
'2. - 3.8 {{1,3},11,2},{2,5}}
1 - 3. {1{11'31}'{Ll' 2.}'{L2s51h|
3t 1 34y | {{1.3).{1.2}.{2.5}.{3.4}}
‘l — 3 {1 {1 li 31*; +L l; 21}‘ {Leo 5Jl’t {Ls! "JI' J}
3’. = 9J_| (1,3, (1,2}, (2,5), (3,4))

Zatem wierzcholki byly odwiedzane w kolejnosei 3,1,2,5,4 i otrzymaliSmy drzewo spinajace DFS
T = (V,E'), gdzie V = {1,2,3,4,5} oraz E’ = {{1,3},{1,2},{2,5},{1,4}}.



Algorytm przeszukiwania grafu wszerz

Niech G = (V, E) begdzie danym grafem spojnym, a v € V' wierzcholkiem poczatkowym.
1. Odwiedzamy wierzcholek v (zaznaczamy go jako odwiedzony) | wstawiamy go do KOLEJKI.
2. Dopoki KOLEJKA nic jest pusta, powtarzamy:
2.1 Bierzemy wierzcholek v z poczatku KOLEJKIL

2.2 Odwiedzamy wszystkie do tej pory jeszeze nie odwiedzone wierzcholki sasiednie z v (zaznaczamy
je Jako odwiedzone) i wstawiamy je na koniec KOLEJKI.

Uwaga 1. Wierzcholki wstawiamy do KOLEJKI np. w kolejnosci uporzadkowania etykiet.

— Wicrzcholki przeszukiwane sg w kolejnosel lezgeych najblizej korzenia.

Uwaga 3. Jesli w powyZszej procedurze w kroku 2.2, w ktérym odwiedzamy wszystkie nicodwiedzone jeszeze
wierzcholki sgsiednie do v, do poczatkowo pustego zbioru E' krawedzi dodawaé bedziemy odpowiednie
krawedzie {v,u}, to otrzymamy drzewo spinajace BFS (ang. breath-first search).



Przeszukaj ponizszy graf G = (V, E) wszerz poczynajace od wierzcholka «4 PRZYKLAD
o ctykiecic[§/i skonstruuj odpowiednie drzewo spinajace BFS.

Przebieg algorytmu jest nastgpujacy.

rozpatrywany wicrzcholek | odwicdzane wierzcholki | KOLEJKA | zbiér krawedzi drzewa BFS
- 5 5 o
5 1331 2.3 {{2,5},13,5}}
2 W1 [ 1] {{2,5}.{3,5}.{1.2}}
3 4 a4 {{2,5},13,5},1{1,2},{3,4}}
l — - {{205}t{305+0{l'2}0{304|}
4 = 0 iL{LQv 5J|v '|L3i 54}’ {Ll!2j|’ {L3v 41”

Zatem wierzcholki byly odwiedzane w kolejnosei 5,2,3,1,4 i otrzymaliSmy drzewo spinajace BFS
T = (V,E'), gdzie V = {1,2,3,4,5} oraz E’ = {{2,5}, {3,5}, {1,2}, {3,4}}.



GRAFY EULEROWSKIE 1—

Niech dany bedzie spojny multigralf G = (V,E). Moéwimy, ze G jest eulerowski, jesli istnicje lancuch
zamknigty zawicrajacy kazdag krawedZ multigrafu; taki lancuch nazywamy cyklem Eulera. Analogicznie,
mowimy, Ze G jest péleulerowski, jesli Istnicje lancuch zawierajaey kazda krawedZ grafu: taki lancuch
nazywamy lancuchem Eulera.

TWIERDZENIE 5.3
Spéjny multigraf G = (V, E) jest culerowski wtedy i tylko wtedy, gdy kazdy jego wierzcholek jest
preisospnin 1) SN

b) Spéjny multigraf G jest péleulerowski wtedy i tylko wtedy, gdy posiada co najwyZej dwa wierzcholki
nieparzystego stopnia, z czego jeden z nich jest poczatkiem laficucha Eulera, a drugi jego koricem.

Niech dany bedzi ny (multi)graf G = (V, E). Mowimy, Zze G jest hamiltonowski, jesli istnicje cykl, ktory
przechodzi przez kazdy wierzeholek dokladnie raz; taki cykl nazywamy cyklem Hamiltona. Analogicznie,

mowimy, Zze G jest pothamiltonowski, jesli zawiera Sciezke przechodzaey przez kazdy wierzcholek dokladnie
raz; taka Sciezke nazywamy Sciezka Hamiltona.



Algorytm znajdowania cyklu Eulera (o ile taki cykl istnicje)

Niech G = (V, E) bedzie spojnym multigrafem o wszystkich wierzcholkach parzystego stopnia.
. Zaczynamy od dowolnego wierzcholka v € V.
2. Powtarzamy, az przejdziemy wszystkie krawedzie:
2.1 Jezeli z biczacego wierzcholka x odchodzi tylko jedna krawedZ, to przechodzimy wzdluz tej
krawedzi do nastgpnego wierzcholka i usuwamy ta krawedZ wraz z wierzcholkiem z.
- W przeciwnym wypadku, jezeli z > odchodzi wigeej krawedzi, to wybieramy tg krawedz, ktorej
usunigeie nie rozspéjnia nam grafu, i przechodzimy wzdluz tej krawedzi do nastgpnego wierz-
cholka, a nast¢pnie usuwamy ta krawedz z grafu.



Algorytm znajdowania cyklu Eulera (o ile taki cykl istnicje)

Niech G = (V, E) bedzie spojnym multigrafem o wszystkich wierzcholkach parzystego stopnia.
1. Zaczynamy od dowolnego wierzcholka v € V.
2. Powtarzamy, az przejdziemy wszystkie krawedzie:
2.1 Jezeli z biczgcego wicrzcholka x odchodzi tylko jedna krawedZz, to przechodzimy wzdluz tej
krawedzi do nastgpnego wierzcholka i usuwamy tg krawedZ wraz z wierzcholkiem .

2.2 W przeciwnym wypadku, jezeli z x odchodzi wigeej krawedzi, to wybieramy tg krawedZ, ktorej
usunigeie nie rozspéjnia nam grafu, i przechodzimy wzdluz tej krawedzi do nastgpnego wierz-
cholka, a nast¢pnie usuwamy ta krawedz z grafu.
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Algorytm z nawrotami znajdowania drogi Hamiltona (o ile taka droga istnicje)

Niech G = (V, E) bedzie spéjnym grafem i pewnym wyréznionym wierzcholkiem v € V.,
1. Wkladamy v n
2. Powtarzamy:
2.1 Jezeli u jest wierzcholkiem na wierzchu stosu, to szukamy wierzcholka w o najnizszym mozliwymn

numerze (najwezesniejszego przy ustalonym porzadku wierzcholkéw grafu) sasiedniego z u |

nic wystepujacego na STOSIE, jednakze przy zalozeniu, Ze wicerzcholek w icm ,,wlikszi” od
wierzcholka zdjetego krok wezesniej ze STOSU (o ile byl taki).

2.2 Jesli takie w znajdziemy, to wkladmny je na stos — jezeli dotychezasowy STOS tworzy droge
Hamiltona, to KONIEC.

2.3 Jezeli takiego w nie znalezliSmy, to zdejmujemy u ze stosu.



Wypisz 25 kolejnych krokéow dzialania algorytmu z nawrotami znajdowania

<4 PRZYKLAD

drogi Hamiltona dla ponizszego grafu przy zalozeniu, Ze wierzcholkiem poczatkowym jest wierzcholek

o ctykiecie a.

aktualny wicerzcholek | STOS
1 a a-*
2 b a,b
3 c a,b,c
4 d a,b,c,d
5 c a,bcd,eq O
~6 d a,bcde — M
7 c a,b,c o >d
8 S a,b,c, fo
9 c a,b,c \
10 3 o —7+
11 d ab,d »
12 c a,b,d,ce
13 / a,b,d,c,[?
14 c a,b,d,c
15 d a,bd
16 c a,bde
17 d a,bd
18 b a,b
19 J a,b, f
20 c ab, f,c
21 d a,b, f,c,d
22 ¢ ab, f,c,de

KONIEC



Niech G = (V, E, w) bedzie 2 ' ej krawedzi ¢ € F przyporzadkowana jest
pewl Problem [MDS] definiujemy jako znalezienie
drzewa spina T = (V,E") w grafic G o minimalnej sumie waZonej

_majduje zastosowanie np. przy wyznaczeniu . najtanszej” sieei drog,
orow Kolejowych, itp., ktora laczy danych n miast.




Algorytm Konstrukcji minimalnego drzewa spinajgcego (algorytm Kruskala, 1956)

Niech G = (V, E, w) bedzie spéjnym grafem wazonym z funkeja wagi w: E — R.

1. T :=(V,E'), gdzie E' := 0.
2. Posortuj krawedzie grafu G w—

3. Dla kazdej krawedzi ¢ € E:
jesli dodanie rozwazanej krawedzi ¢ nie utworzy eyklu w 7°, wowezas E' := E' U {c}.

2’1.; ?{) T

Znajdz minimalne drzewo spinajace dla podanego nizej grafu. <4 PRZYKLAD




Posortowany cigg krawedzi wyglada nastepujgeo: 2,2,3,3,4,5,6,7,8,9,9. Jako Ze niek-
tére wagi krawedzi powtarzaja sig, nalezy je rozr6znié np. dodajae odpowiedni indeks dolny
— otrzymujemy ciag 2;%.3;,3;, 4,5,6,7,8,9,,9..

Przebieg algorytmu jest nastepujacy (dla ulatwienia ilustracji dzialania algorytmu utozsamia-
my wagl krawpdzl z samymi krawgdziami).

rozpatrywana krawedz | cyvkl? | krawedzie drzewa

- 2'

- 21,22
2:.2:.3
21.22.31. 32
21.22.3:.3;
21.22.3:.3;
21.22.31.3;
23.25.3:.3:.7
23.22.3:,3:.7
21.23.31.3:.7
21,.22.31.3:.7

S Ea BN R S B B

Zauwazmy, Z¢ skoro graf ma 6 wierzcholkéw, a z definicjl drzewo spinajgee ma 5 krawedzi,
wykonywanie algorytmu mozna bylo juz przerwaé, gdy dodaliSmy piata krawedZ o wadze 7.



Rozwazmy graf wazony G = (V, E,w) 2 tj. w: E = R*. Dla prostoty
zakladamy, Ze jesli ¢ € F, to w(e) = a kazde vot) ... v W grafie zdefiniujmy jej
ako sumeg dlugosci krawedzi, c'/yll Y5 (w({vie1,vi})). Jezeli k = 0, wéwezas droga
¢ z pojedynczego wierzcholka i przyjmujemy wtedy, Ze jej dlugosé wynosi 0.
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Algorytm wyznaczania dlugosci najkrotszych-4rog (algorytm Dijkstry)

Niech s € V' bedzie ustalonym wierzcholkiem wazonego grafu G = (V, E,w) o dodatnicj funkeji
kosztu. Algorytm na wyjsciu zwraca macierz D, gdzie dla wierzcholka v € V wartosé D|[v] jest

dlugoscia najkrotszej Sciezki z s do v.

.-
2. V= s}.

Dla kazdeg odstaw D[v] := w({s,v}).

4. Dopoki V # @, wykonuj:

4.1 Wybierz wierzcholek u € V taki, 7—

42 V .=V \ {u).

4.3 Dla kazdego v € V podstaw D[v] := min(D[v], D[u] + w({u,v})).
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Wyznacz drzewo najkrotszych drog w podanym nizej wazonym gr.
G = (V,E,w) dla wierzcholka poc2ytRowtg

Y1 v
v b l.. ) e

<4 PRZYKLAD

Ponizsza tabeia TIUSTIU T : iteraci trznej petli algorytmu Dijkstry

wybierany jest wierzcholek u oraz jak przedstawia sig zbiér V oraz macierz D.

B

Iteracja | u | V D|s]
{a,b,c,d,t} RO |
{a,b,c,t}
{a,c,t}
{a,t}

{t}
0

;L

L

5




Wyznacz drzewo najkrotszych dréog w podanym nizej wazonym grafie <4 PRZYKLAD
G = (V, E,w) dla wierzcholka poczatkowego s.

Zauwazmy, Ze opisany wyZej algorytm Dijkstry wyznacza tylko macierz najkrotszych odleglosci,
nic zapamigtujac w czasic wykonywania Zadnych dodatkowych informacji. Aby wyznaczyé¢ naj-
krotsza droge z wierzcholka s do wybranego wierzcholka v mozna albo zmodyfikowaé algorytm
tak, aby za kazdym razem, kiedy usuwamy wierzcholek u ze zbioru V, dodawal on odpowicdnia
krawgdZ do konstruowanego drzewa najkrotszych drég, albo tez skorzystaé bezposrednio z wyz-
naczonej macierzy D.

Ponizsza tabela ilustruje jak w kolejnych iteracjach zewnetrznej petli algorytmu Dijkstry
wybicrany jest wicrzcholek u oraz jak przedstawia si¢ zbioér V' oraz macierz D.

Iteracja | u | V D(s| | Dla] | D[b] | Dle] | D[d] | Di|t]
0 {a,b,c,d,t} 0 00 2 2 1 00
1 d | {a,b,c,t} 0 4 2 2 1 5
2 b | {a,c,t} 0 3 2 2 1 5
3 c | {a.t} 0 3 2 2 1 5
4 a | {t} 0 3 2 2 1 4
5 t |0 0 3 2 2 1 4




Najkrotsza droge wyznaczamy od Koica — najpierw szukamy przedostatniego wierzcholka tej
drogli, potem trzeciego od koiiea i tak dalej.

 Przedostatni wierzcholek x najkrétszej drogi spelnia réwnosé D[t] = D[z] + w({x,t}). W
naszym przykladzie (tylko) wierzcholek x = a spelnia ta rownosé:

4 = D[t] = D|a) + w({a,t}) =3 + 1.
A zatem przedostatnim wierzcholkiem jest wierzcholek a.

e Trzeel wierzcholek y od koneca najkrotszej drogi z s do ¢t — a przedostatni wierzcholek
najkrotszej drogi z s do a — spelnia réwnosé D(a] = D|y]+w({y.a}). W naszym przykladzic
(tylko) wierzcholek y = b spelnia tg rownosé:

3 = Dla] = D[b] + w({b,a}) =2 + 1.
A zatem pozostaje na znalezé najkrotsza droge z s do b.

e Czwarty wicrzcholek 2 od konea najkrotszej drogi z s do ¢ — a przedostatni wierzcholek
najkrotszej drogi z s do b — spelnia rownosé D[b] = D|z]+w({z,b}). W naszym przykladzic
(tylko) wicrzcholek y = s spelnia ta rownosé:

2 = D[b] = D[s] + w({s,b}) = 0+ 2.

W konsckwencji najkrotsza droga z s do ¢ dlugosei 4 wiedzie przez wierzcholki s, b,a i L.



Graf zwany hiperkostkq Hy. zdefiniowany jest rekurencyjnie. Iy sklada si¢ z dwéch wierzcholkow
polaczonych krawedzia. Natomiast hiperkostke /i wymiarun & budujemy z dwoch kostek Hy.—y
wymiaru & — 1. W picerwszej kostee etykictujemy wierzcholki dopisujac 0 na poczatku nazwy
kazdego wierzcholka, natomiast w drugiej kostce etykictujemy wierzcholki dopisujac 1 na poczatek.
Nastepnie laczymy krawedziami odpowiadajace sobie wierzcholki z obu kopii, czyli wierzcholek
Ox jest polaczony z wierzcholkiem 1x dla kazdego x z {0,1}*-1,

He b H He
(»] 00,:— — IC,) :’ e 0'
L Ll |
.'l 0| — % L4 ")

|oO
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> o |




Protokdl rozsylania wiadomosci w hiperkostce H;..

1. Na poczatku wiadomo$é otrzymuje wierzcholek 0%,
2. Dla kazdego i od 1 do k, wykonuj:

2.1 Kazdy wierzeholek o etykiecie z < 2'-!
przekazuje wiadomos$é do wierzcholka o etykiecie x + 2i-1,

PrzeSledzmy dzialanie powyZszego algorytmu na hiperkostee 3. <4 PRZYKLAD

wier. :
» W trzeciej iteracji, dla 2 = 3, wicrzcholek 000 przekazuje wiadomo$é do 100, wierzcholek
001 do 101, wierzcholek 010 do 110, a wierzcholek 011 do 111.




Protokol zbierania wiadomosci w hiperkostce H;. 00 O' _1 4 — o0 00 Jio I
1. Dla kazdego i od 1 do k, wykonuj:

1.1 Kazdy wicrzcholek o etykiecic =z = 0~ 'Io', gdzie o € {0,1}*F,
przekazuje zebrane dane do wierzcholka o etykiecie 0°=100.

PrzeSledZzmy dzialanie powyzszego algorytmu na hiperkostee Hs. «4 PRZYKLAD
o ——-—) 06

20 |

\ o —7 L‘) Olo

\ \ — a1

o —) 0oo

°Il —) ( '?) 0o |

OOI —) - |) 00
_ wierzcholek 100 przekazuje dane do 000, wierzcholek
101 do 001, wierzcholek 110 do 010, a wierzcholek 111 do 011.
m wicrzcholek 010 przekazuje wszystkie dane (swoje |
otrzymane) do olck 011 do 001.

o W trzeciej iteracji, dla ¢ = 3, wierzcholek 001 przekazuje zebrane wiadomosei do 000.




