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Podsumowanie  Teoria zbioréw Podsumowanie  Teoria zbioréw
Teoria zbioréw Funkcje charakterystyczne i operacje bitowe
o zbiory, operacje na zbiorach: suma, przekrdj, réznica, réznica o dla Ac P(U), xa: U — 2 jest zdefiniowana ya(x) = { 1 xeA
symetryczna 0 x¢A
o analogia z operacjami logicznymi o dlaf:U— 2, definiujemy suppf = {xe U | f(x) =1}
oxeAnB<e (xe ArxeB) o operacje na zbiorach przenosza sie na operacje bitowe na funkcjach
oxeA®B < (acArx¢Bvx¢AnxeB) (ciagach bitéw)
inne oznaczenia na réznice symetryczng A+~ B, AA B ° XAuB = XA V XB
o AcB< (xe A= xeB) ° X-A= TXA
o zbiér ,uniwersalny” U, rozpatrujemy tylko podzbiory ustalonego o xu = 1 czyli funkcja U — 2 zawsze rowna 1
zbioru: P(U) o AcBe xa<xs
o dopetnienie zbioru =X = U\X dla X € P(U) o zbiér potegowy P(U) czasem oznaczany 2V (jako zbiér funkcji
nie ma sensu bez kontekstu zbioru uniwersalnego charakterystycznych)

o inne oznaczenie: X¢, X,CX — wszystkie zaktadajg niejawnie, ze
znany jest zbiér uniwersalny

o prawa de Morgana (dla zbioréw): (A n B)€ = (A° U B€)
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Podsumowanie Teoria zbioréw

lloczyn kartezjanski (grafy, relacje)

Qo

Qo

Ax B={(a,b) |ac A be B}

elementy w parze maja ustalong kolejnosé

(a,b) i (b,a) sg rozne, chyba ze a = b

iloczyn kartezjanski to nie samo co zbiér dwuelementowych
podzbioréw P>(A U B)

graf skierowany: zbidr wierzchotkdw V i krawedzi (tukéw)
Ac {(v,w)e V x V | v# w}, tuki maja kierunek

graf nieskierowany: zbiér wierzchotkéw i krawedzi E < P, (V),
krawedzie nie maja kierunku

graf dwudzielny: V = Vj u Vb, E € Vi x V,, krawedzie tylko
pomiedzy Vi a V»

o Sciezki i cykle w grafach nieskierowanych i skierowanych

o domkniecie tranzytywne relacji — czy istnieje $ciezka pomiedzy

Qo

Andrzej M.

wierzchotkami
drzewo: graf spdjny bez cykli (nieskierownych)
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Podsumowanie ~ Teoria zbioréw

Relacje i funkcje

Qo

Qo

Andrzej M.

relacja: jakis$ zbiér par R € A x B, zwiazek wiele do wiele

o zwrotnos$¢, przechodnio$é, symetria i antysymetria

o relacje réwnowaznosci i porzadku

o domkniecie relacji do relacji zwrotnej, przechodnie;j

o transpozycja RT = {(b,a) | (a,b) € R}

orzut m(R)={acA|3beB.aR b}

o ztaczenie relacji R < S = {(a,b,c) |aR b,bS ¢}
ztozenie relacji So R = {(a,c) |3be B.aR b,bS c}, czyli
ztaczenie R 1 S i rzut na dwie wspdtrzedne

funkcja: relacja o warunku funkcyjnosci (jednoznacznosci)
jesliaRbiaRb, tob=0>b" (zwigzek wiele do 1)

funkcja réznowartosciowa: zwigzek 1 do 1

warunki catkowitosci i ,,na": dla kazdego a istnieje b, takie ze a R b
i na odwrot
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Podsumowanie Teoria zbioréw

Drzewa

Andrzej M.

binarne: grafy skierowane, kazdy wezet ma lewego i/lub prawego
potomka

wezty mozna numerowad stowami w € {0,1}",
stowa okreslaja jednoznacznie wezty w drzewie petnym

wysoko$¢ drzewa = dtugosé najdtuzszego stowa

drzewo petne wysokosci n ma 2" lisci i 2" — 1 weztédw wewnetrznych,
razem 2™ — 1 weztéw

drzewa binarnych wyszukiwan: etykieta wezta o kodzie w0 poprzedza
etykiete wezta o kodzie w, a ta poprzedza etykiete wezta o kodzie wl
wstawianie i wyszukiwanie wymaga przejrzenia jednej gatezi (ale
usuwanie nie jest fatwe)

analiza algorytméw: drzewo z mozliwymi opcjami w kazdym ruchu,
np. wazenie: trzy mozliwe wyniki poréwnan

sem. zimowy 2025/26 6/28
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Podsumowanie  Arytmetyka

Arytmetyka

dany wielomian f(x) = a, - x" + a,1-x""1+ ... + a

o schemat Hornera: ((a, - x + ap—1) - X + ap—2) - x... + ap
© mozemy wylicza¢ dowolne wartosci, (0) = ap, f(1) = X7 a;,

f(10) = X7 a;- 10/
dla liczby naturalnej a jest doktadnie jeden ciag {a;} t.z.
0 a= ((an~10+a,,,1)~10+an,2)-10...+ao
o 0< ag,a1,...,an<10ia,>0
mianowicie wielokrotnie dzielimy przez 10 z reszta
jest to prawda i dla innych liczb catkowitych |b| = 2
czyli uktad liczenia o podstawie b (w zasadzie zawsze uzywamy b > 2)

o b" < a < b™1 liczba cyfr a jest [log, a]
o najczestsze uktady liczenia: dwéjkowy b = 2, cyfry 0,1,

Andrzej M.

6semkowy b = 8, cyfry 0,1,2,3,4,5,6,7,

dziesietny b = 10, cyfry 0,1,2,3,4,5,6,7,8,9,

szestnastkowy b = 16, cyfry 0,1,2,3,4,5,6,7,9,A,B,C,D,E, F
sem. zimowy 2025/26 8/28
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Podsumowanie  Arytmetyka
Uktady liczenia

o zamiana podstaw liczenia
o wielokrotne dzielenie z reszta
o uktad dwodjkowy — bity, uktad 6semkowy — tréjki bitéw,
uktad szesnastkowy — czworki bitéw
mozna zamienia¢ te uktady grupujac bity
o zamiana ukfadu dla utamkéw: mnozenie i cze$¢ catkowita
o podstawa i/lub cyfry moga by¢ ujemne
o nie uzywamy tych mozliwosci na co dzien
o dziatania arytmetyczne bezposrednio w uktadach liczenia
o dodawanie: dwa ciagi cyfr, obliczenia od prawej do lewej, mozliwe
przeniesienie 1
o mnozenie: obliczenia od prawej do lewej, konieczno$¢ tabliczki
mnozenia, dowolne przeniesienia
sg szybsze algorytmy dla b. duzych liczb
o dzielenie: b. tatwe dla ukfadu dwdjkowego
o liczba cyfr wyniku ~ maksimum, suma, réznica
Matematyka dyskretna
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Podsumowanie = Kombinatoryka

Kombinatoryka, zasada Dirichleta, zasada wtaczania—wytgczania

o liczenie = bijekcja ze zbiorem n = {0,...,n—1}

o zasada szufladkowa Dirichleta: jesli umieszczamy n przedmiotéw
w k < n szufladach, to w jakiej$ muszg by¢ dwa

o np. kazdy algorytm kompresji musi wydtuzac niektére pliki

o zasada wtaczania—wytaczania: liczymy Au B u C U ... naprzemiennie
dodajac i odejmujac podwdjne/potrdjne itd. przekroje

o |Ax B| =|A|-|B]|, bijekcja jest stosowana do przeliczania indekséw
w tablicach wielowymiarowych, f(i,j) = i- m + j gdzie m = |B|, moc
zbioru A nie musi by¢ znana
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Podsumowanie ~ Arytmetyka

Reprezentacja liczb w komputerze

o liczby catkowite bez znaku: 32 lub 64 bity w uktadzie dwdjkowym

o liczby catkowite ze znakiem: reprezentacja uzupetnieniowa
liczby 0...231—1 s3 reprezentowane dostownie, liczby
x = =231 .. —1 s3 reprezentowane przez x 4 232
czyli 32 bity zaczynajace sie od 1
np. —1 =11111111111111111111111111111111

o liczby reprezentowana sa modulo 232 lub 264

o liczby moga by¢ traktowane jako ciagi bitéw, mozna je uwazac za
funkcje charakterystyczne podzbioréw 32 lub 64, mozna na nich
wykonywa¢ operacje bitowe, np. —3& —6 = —8, —3|—6 = —1,
—3 —6=7 (xor)

o liczby rzeczywiste s - m - 2¢ zapisuje sie jako bit znaku, bity mantysy
m i bity cechy e
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Podsumowanie =~ Kombinatoryka

Ciagi, permutacje, podzbiory

o ciagi i funkcje: |A — B| = |B|A
|A|-krotnie wybieramy jeden z elementéw z B
ciagi dtugosci n to funkcje n — B (powtdrzenia dopuszczalne)

o B¥ — ciagi dtugosci k, 22 — funkcje charakterystyczne

o ciagi bez powtdrzen — elementy nie moga sie powtarzaé, wybieramy je
kolejno na n, n—1, n—2, ..sposobdéw
razemn-(n—1)-...-(n—k+1) :(nfi!k)!,oilen>k

o permutacje — wszystkie elementy wystepuja w ciaggu bez powtérzen,
n = k, liczba permutacji jest n!

o permutacje to bijekcje 7 : A — A, mozna je sktada¢, czy oblicza¢
odwrotne

o podzbiory k-elementowe — nie zwracamy uwagi na kolejnos¢é
elementéw w ciagu dj‘iniujqcym|zbiér
n!

o symbol Newt 5

symbpo ewtona: = ——
y k] = KU (n—k)!
Matematyka dyskretna
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Podsumowanie =~ Kombinatoryka

Kombinatoryka, inne konstrukcje

o permutacje z powtdrzeniami: przestawiamy litery w stowie

10!
MATEMATYKA, réznych stéw jest 2|30'2|

o podzbiér = funkcja charakterystyczna, czyli przestawienia stowa
0000..11111, jest ich g mps;

o rozmieszczenia: n identycznych przedmiotéw w k (rozréznialnych)

n+k—1
pudetkach, ( 1 )

o kombinacje z powtérzeniami: k-krotny wybér ze zbioru n elementéw
: (n+k—1)
ze zwracaniem,

k
o podziat nieuporzadkowany, np. podziat 3 - n oséb na druzyny
(3nm)! 1 . . .
trzyosobowe: —: mozna przestawiaé osoby w kazdej druzynie,

(3)7  nl
mozna tez przestawiac cate druzyny
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Podsumowanie  Algebry Boole'a i funkcje boolowskie

Algebry Boole’a

o algebra Boole'a: gtéwny przyktad, zbiér {0,1} i operacje logiczne:
— AV, =D
réwniez algebra zbioréw: —, N, U, &, +
rowniez ciagi bitéw i dziatania po wspdtrzednych
o zbiory utozsamiamy z funkcjami charakterystycznymi, dowolne algebry
Boole'a s3 izomorficzne z jaka$ algebra zbioréw

o prawa algebry Boole'a: tacznosé, przemienno$é, rozdzielnosé, prawa de
Morgana, pochtanianie i idempotentnosé

o wyrazenia boolowskie: budowane s3 ze spéjnikéw boolowskich, mozna
interpretowaé w dowolnej algebrze Boole'a
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Podsumowanie =~ Kombinatoryka

Generowanie obiektéow kombinatorycznych

P(n): traktujemy jako zapis bitowy liczb od 0 do 2" — 1
«,0,1,10,2, 20,21, 210, 3,30, 31,310, 32, 320, 321, 3210

Pi(n): najpierw wybdr najwiekszego elementu, potem generowanie
podzbioréw ztozonych z mniejszych liczb np. (n = 6, k = 4):
3210, 4210, 4310, 4320, 4321, 5210, 5310, 5320, 5321,

5410, 5420, 5421, 5430, 5431, 5432.

tatwo dopusci¢ powtérzenia (przyktad n = 4, k = 3)

000, 100, 110, 111, 200, 210, 211, 220, 221, 222,

300, 310, 311, 320, 321, 322, 330, 331, 332, 333.

permutacje: zapisujemy jako liczby, zaczynajac od najmniejsze;j
0123, 0132, 0213, 0231, 0312, 0321,

1023, 1032, 1203, 1230, 1302, 1320,

2013, 2031, 2103, 2130, 2301, 2310,

3012, 3021, 3102, 3120, 3201, 3210.
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Podsumowanie  Algebry Boole'a i funkcje boolowskie

Funkcje boolowskie

(%]

funkcja boolowska, tabelka wartosci na B", B = {0,1}

(%]

tabelki dla podstawowych operacji i dla dodatkowych (nand, nor)

(%]

rownos$¢ dwdch wyrazen — sprawdzenie réwnosci w tabelce funkgji
tych wyrazen

©

postaci normalne funkgcji: dyzjunkcyjna i koniunkcyjna
wypisanie wierszy z wartoscig 1 (DNF) lub 0 (CNF)

©

funkcje boolowskie w jezykach programowania
o logiczne: napis niepusty i liczba niezerowa sa traktowane jako
prawda, wynikiem jest 0 lub 1
o bitowe: liczby traktowane sg jako ciagi bitéw, wynikiem dziatan
sg tez ciagi bitéw

Matematyka dyskretna sem. zimowy 2025/26 16 /28



Podsumowanie  Algebry Boole'a i funkcje boolowskie Podsumowanie  Teoria liczb

Funkcje boolowskie c.d. Arytmetyka modularna, pierscienie Z,,

o zapis graficzny wyrazen boolowskich (standardowe oznaczenia negacji, def.: a=b (mod m) < m|(a— b) czylia= b+ m- q dla pewnego q
koniunkgji, dyzjunkgji, xor i ich negacji) nazwa: a przystaje do b modulo m

> D D D
> D D D

o przyktad pétsumatora i sumatora

(%]

(]

[X]m={y€eZ |x=y (modm)}={x+qg-m|qeZ}
fakt: x =y (mod m) < y € [x]|m < [X]m = [y]m
o def.: pierscien Z,

(]

©

elementy: klasy abstrakgcji relacji kongruencji modulo m

zero: [0l ={q-m|qeZ}

jedynka: [1]|m ={1+qg-m|qeZ}

o przyktady zastosowan funkcji boolowskich: operacje na wektorach, dodawanie, odejmowanie, mnozenie: poprzez reprezentantéw, np.
szyfr jednorazowy, podziat sekretu, odciski zabezpieczajace [(X]m - [Y]m =[x Y]m

©

©

©

o tw.: Z, ma zero, jedynke, istniejg elementy przeciwne, dziatania sa
przemienne, taczne, mnozenie jest rozdzielne wzgledem dodawania
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Podsumowanie  Teoria liczb Podsumowanie  Teoria liczb
Algorytm Euklidesa Algorytm Euklidesa, rozszerzony
o NWD(a, b) = c jesli c|a, c|b oraz c jest najwieksze j.w. o tw.: jesli NWD(a,b) = ¢, to da,f.av-a+f-b=c
— wspolnym dzielnikiem jest zawsze 1 #Tadeusz Andrzej Kadlubowski
—jeslia#0, clatoc<|a a,b=map(int,file("dane.txt”).readlines()[:2])
o def: ai b s3 wzglednie pierwsze, jesli NWD(a, b) =1 p.q.,r,s = 1,001
) , C while b: a,b,p,q,r,s = b,a%b,r,s,p—a/b*r,q—a/bxs
o Niech a = 8- b+ r, wéwczas dzielniki (a, b) oraz (b, r) s3 te same i & p—a/bsr.q—a/

file("nwd.txt”,"w").write(" %d\n%d\n%d\n"%(a,p,
— w szczegblnosci NWD(a, b) = NWD(b, r) ile("nwd.txt","w").write("%d\n%d\n%d\n"%(a,p.q))

— zaczynajac od a = b > 0 otrzymujemy algorytm Euklidesa, o wniosek: wspétczynniki pozwalaja oblicza¢ odwrotnosci w arytmetyce
koniec jest dla NWD(a,0) = a modularnej;

o np. w jezyku python jesli NWD(a,b) =1=a-a+f-b,toa=a"! modb
def nwd(a,b):
while b:

a,b=b,a%b
return a
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Podsumowanie Teoria liczb

Chinskie twierdzenie o resztach (CRT)

o tw.: Jedli NWD(k, m) = 1, to uktad réwnan

{x=a mod k

Xx=b modm

ma doktadnie jedno rozwigzanie mod k- m

o whniosek: jesli dany jest uktad réwnan dla zmiennej x

x=a; mod kg

X day mod kg

i wszystkie k; sa wzglednie siebie pierwsze, to istnieje jednoznaczne
rozwigzanie mod ki -...- kg
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Podsumowanie  Rekurencja

Definicje rekurencyjne

o cigg Fibonacci'ego: ag =1, a1 = 1, apy2 = apt1 + an
rozwigzanie: kombinacja (1+2‘/§)" i (1_2‘/5)"

o przyktad algorytmu: sortowanie przez scalanie:

o baza: jeden element — zadanie juz jest wykonane
o rekurencja: dzielimy tablice na dwie czesci, sortujemy kazda
z osobna, a potem scalamy obie czesci
o ztozonosé¢ (i przyktad funkcji):
T1=O, Tn:2-Tn/2+n—1
rozwigzanie T, = O(n - log n)
o newton(n+ 1,k + 1) = newton(n, k + 1) + newton(n, k)
o dostowna definicja prowadzi do wyktadniczej ztozonosci
o jedli rozwigzania mniejszych zadan sg zapisywane, ztozonos$¢ jest
radykalnie mniejsza
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Podsumowanie Teoria liczb

Twierdzenia Fermata i Eulera

o tw.: jedli p jest liczbg pierwsza i nie dzieli a, to aP~! =1 (mod p)

o prawie zawsze 2”1 = 1 (mod n) implikuje, ze n jest liczba pierwsza
— 561 jest wyjatkiem, dowolne a spetnia a"~! =1 (mod n)
— test pierwszosci: szybkie potegowanie w celu sprawdzenia czy
a"' =1 (mod n), dla réznych wartosci a zaczynajac od a = 2
— jesli nie ma réwnosci, to liczba nie jest pierwsza

o funkcja Eulera: ¢(n) = liczba liczb a € {1,..,n — 1} takich ze
NWD(a,n) =1

o tw.: Jedli NWD(a,n) =1, to a¥(" =1 (mod n)

o tw. Fermata jest przypadkiem szczegdlnym

o na tym twierdzeniu oparty jest system kryptograficzny RSA,
podnoszenie do jednej potegi jest szyfrowaniem, podnoszenie do
kolejnej wracamy do punktu wyjscia — osoby nieuprawnione nie znaja
tych poteg
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Podsumowanie  Rekurencja

Drzewa binarne

o drzewo ma jeden korzen
kazdy wezet ma lewego i prawego syna
kazdy z tych potomkéw moze nie istnie¢
o wypisywanie uporzadkowanych etykiet drzewa T:
o jesdli T jest puste, to nie ma co wypisywac
o W p.p. wypisz uporzadkowane etykiety lewego syna T
o nastepnie etykiete T (¢)
o i na koncu wypisz uporzadkowane etykiety prawego syna T
@ notacja polska prosta i odwrotna:
o najpierw korzen (operacja) potem synowie (argumenty)
o najpierw synowie (argumenty funkgcji) potem korzen
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Podsumowanie  Grafy

Grafy

o def.: graf nieskierowany = zbidr wierzchotkéw V' potaczonych
krawedziami E € P,(V)
o taka definicja wyklucza
o podwdjne krawedzie
o petelki wokét wierzchotkéw
o odrdznienie krawedzi w jedng i przeciwng strone
o graf skierowany G = (V,A) gdzie AC {(v,w)e V x V | v # w}
o tym razem krawedzie (tuki) maja kierunek ,od v do w":
poczatek i koniec krawedzi
o moga by¢ dwie krawedzie w przeciwne strony
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Podsumowanie  Grafy

Reprezentacja grafow

graf G = (V,E),

V|=n, E<Py(V), |E| =k, naogdt k >>n

@ macierz incydencji:
macierz dwuwymiarowa n x k: G(i,j) = 1 jesli wierzchotek i jest
koncem krawedzi j

© macierz sasiedztwa: macierz dwuwymiarowa n x n: G(i,j) = 1 jesli
wierzchotki i oraz j s3 potaczone krawedzig

o dla graféw skierowanych tez, by¢ moze G(i,j) # G(j, i)

o listy incydencji:
dla kazdego wierzchotka v lista L(v) jego sasiadéw

o dla graféw nieskierowanych krawedzie sg reprezentowane dwukrotnie,
trzeba zachowaé ostroznosé

o dla graféw skierowanych moze by¢ wygodne przechowywanie
i nastepnikéw i poprzednikéw (dwa rodzaje sasiadéw)
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Tw Halla (wybér reprezentantéw)

o skojarzenie: wybér krawedzi grafu dwudzielnego tak, by kazdy
wierzchotek miat najwyzej jednego sasiada

o tw. Halla: istnieje skojarzenie i obejmie wszystkie wierzchotki V4
wtedy i tylko wtedy, gdy kazdy podzbiér V < V4 ma co najmniej |V/|
sgsiadéw w V5

o dana rodzina zbiorow M, € M, k=1,... ¢
zadanie: wybrac¢ réznych reprezentantéw my € My
warunkiem koniecznym i wystarczajacym jest by dla kazdego
J < {1,...,¢} zachodzit warunek |J| < | U Mi;|
jeJ
o definiujemy graf: V4 = {1,... ¢}, Vb, = Ui:l My,
krawedz taczy j z m gdy me M;,
zbiér M; staje si¢ zbiorem sasiadéw j
a zbiorem sasiadéw m jest {j | me M;}
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Algorytmy grafowe

o przeszukiwanie grafu wgtab i wszerz

o budowa drzewa/lasu rozpinajacego graf
by¢ moze o minimalnej wadze, jesli krawedzie maja wagi

o poszukiwanie $ciezki/cyklu Eulera/Hamiltona

o Eulera — tatwe, ale mate zastosowania
Hamiltona — problem wazny i generalnie trudny

o szukanie najkrétszej Sciezki w grafie skierowanym (osobne przypadki
dla graféw acyklicznych i dodatnich wag krawedzi)

o ogélna ztozonos¢ O(n3), przypadki szczegdlne maja ztozonosé O(n?)
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